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Outlinefor January 11, 2001

Greetings and felicitations!
a.  First part of project due Friday
b. Web page up and running!

Process models

a  Theorem: If asystem is mutually noninterfering, it is determinate.

b.  Theorem: Let f, be an interpretation of process p. Let [ be asystem of processes, with p U [7. If for all such
p, domain(p) # & and range(p) # G, but f, unspecified, is determinate for all f,, then all processesin [ are
mutually noninterfering

c. Maximally parallel system: determinate system for which the removal of any pair from therelation - makes
the two processes in the pair interfering processes.

Critical section problem
a. Mutua exclusion

b. Progress

c. Bounded wait

Classical problems

a  Producer/consumer

b. Readers/writers (first: readers priority; second: writers priority)
c. Dining philosophers

Basic language constructs

a. Semaphores

b. Send/receive

Evaluating higher-level language constructs
a.  Modularity

b. Constraints

c. [Expressive power

d. Easeof use

e. Portability

f.  Relationship with proram structure

g. Processfailures, unanticipated faults (exception handling)
h. Real-time systems

Higher-level language constructs

a  Monitors

b. Crowd monitors

C. Invariant expressions
d CsP

e RPC

f. ADA™
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Mutual Non-Interference and Determinism

I ntroduction

A determinate system of processesisaset of process that always produces the same output given the same input.
A mutually non-interfering set of processesisaset of processes that do not interfere with the input or output of one
another. The question is, to what degree are these the same concepts?

Formal Definitions and Notations

* A systemof processes S= ([, —) isaset of processes[] ={ py, ..., Py} and aprecedence relation —: [1x[].
The - relationisapartial ordering (we definep - p astrue). Whenp — g, process p must complete before pro-
cess q may begin.

» Each process p O [ has an associated set of input memory locations called domain(p) and an associated set of
output memory locations range(p) # U. An interpretation fj, of p associates values with each set of memory locar
tions. The set of all inputsto Sis abbreviated domain(S), and the set of all outputsfrom Sis abbreviated range(S).

*  Two systemsof processesS=([], —)and S =([]’, -') are equivaent if
a [1=11;

b -#-";and
c. if Sand S aregiven the same element of domain(S), then they output the same element of range(S).

* Anexecution sequence a isany string of process initiation and termination events satisfying the precedence con-
straints of the system.

*  V(M;, a) isthe sequence of values written into memory location M; at the termination of processesina. The
final value stored in M; after execution sequence a completesis represented by F(M;, a).

* A determinate system of processesis a system of processes Sfor which each element of domain(S) producesthe

same set range(S) regardless of the order or overlapping of the elements of S More formally, a system Sis deter-
minate if, for any initial state and for all execution sequencesa and o’ of § V(M;, a) = V(M;, a’)

* A mutually noninterfering system of processesis asystem of processes Sin which all pairs of processes meet the
Bernstein conditions. Processes p and q are noninterfering if either processis a predecessor of the other, or the
processes satisfy the Bernstein conditions.

« Theinitiation of a process p is writtten p, and the termination of p iswritten p.

Relationship of Determinate Systems and Mutually Noninterfering Systems

Theorem 1: If asystem is mutually non-interfering, it is determinate.
Theorem 2: Let Sbe a system with domain(p) and range(p) specified, range(p) # U, for al p U [1, and f,, unspeci-

fied. Then if Sis determinate for al f, it is mutually non-interfering.

Proofs

The following lemmais helpful:
Lemma: Let Sbe amutually noninterfering system. Let p be aterminal processof S. If o = Bpypd is an execution
sequence of S, then o’ = Bydpp is an execution sequence of Sfor which V(M;, a) = V(M;, o’) for all i.
Proof: Aspisatermina processin S it has no successorsin S. Hence o’ satisfies the precedence constraints of S. So
o’ is an execution sequence. We now consider two cases.
1. M; Orange(p). Note p does not write memory locations not in range(p). Consider any process p’ with p’in 8. As

p and p’ are mutually noninterfering, range(p) n domain(p’) = 0. So all such p’ find the same valuesin
domain(p’) whether the execution sequenceisa or a’. Thus, V(M;, a) = V(M;, a’).

2. M; Orange(p). Letp’ inyd Aspand p’ are mutualy noninterfering, domain(p) n range(p’) = 0. Sonop’ inyd
writesinto an element of domain(p). Hence for all M; O domain(p), V(M;, B) = V(M;, Byd). By definition, for all
M; O domain(p), F(M;, B) = F(M;, Byd). As p has the same input for both o and o', it writes the same value into
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each M; O range(p) ina and a’. Let v denote the value that p writesinto M; in a. Then

V(M;, a) = V(M;, Bpypd)
= (V(M;, Bpy), V)

as no process p’ in & writes into an element of range(p)
as p writesv into M;

= (V(M;, B), V) as no process p’ in y writes into an element of range(p)
= (V(M;, byd), v) as no process p’ in y writes into an element of range(p)
=V(M;, bydpp) asp writesvinto M;
=V(M;, a’)
This proves the lemma. [

Proof of Theorem 1: We proceed by induction on the number k of processesin a system.
Basis: k= 1. The claimistrivialy true.
Hypothesis: For k= 1, ..., n-1, if asystem of k processesis mutually noninterfering, it is determinate.
Sep: Let She an n process system of mutually noninterfering processes.
If Shas exactly one execution sequence, it is determinate. So, assumethat S has two distinct execution sequences

o and 3.
Let p be aterminal process of S, and form a’ and 3’ according to the lemma. Then
o =a"pp V(M;,a) =V(M;, a’)  foradlisuchthat1<i<m
B =B"pp V(M;, B) =V(M;, B’)  forallisuchthat1<i<m

Now form the n—1 processsystemS =([]1-{ p}, - ), where -’ isformed by deleting from — all pairswithpin
them. Clearly, a”” and 3" are execution sequences of S. Further, by the induction hypothesis, V(M;, a’”) = V(M;, )

for al i suchthat 1 <i <m. This meansthat the values in the elements of domain(p) are the samein both a” and "';
in other words, F(M;, a™) = F(M;, ") for all M; U domain(p). As the inputs for p are the same in both execution

sequences, the outputs will also be the same. It follows that p writes the same value v into M; O range(p) in both o’

and .
Hence for M; O range(p):
V(M;, a)  =V(M;, a’)

by the lemma

=V(M;,a”) as M; O range(p)
=V(M;, B) by the induction hypothesis
=V(M;, B) asM; O range(p)
=V(M;, B) by the lemma

and for M; O range(p):

V(M;, a) =V(M;, a’) by the lemma

=(V(M;,a”), V) p writesv into M;
=(V(M;, B7), V) by the induction hypothesis
=(V(M;, B),v) p writes v into M;
=V(M;, B) by the lemma

Either way, V(M;, a) = V(M;, B). Hence Sis determinate, completing the induction step and the proof. |

Proof of Theorem 2: We prove this theorem by contradiction. Let Sbe a determinate system. Let p, p' O [] be inter-
fering processes. Then there exist execution sequences

o = Pppp'p'y

o’ = Bp’p’ppy

Consider the Bernstein conditions. Asp and p’ are interfering, at least one of those conditions does not hold. We

examine them separately.

1. LetM; Orange(p) n range(p’). We choose the interpretation f,, so that p writes the value u into M;, and we
choose the interpretation f; so that p” writes the value v into M;, and u # v. But then

V(M;, Bppp'p’) = (V(M;, B), u, v)

and

V(M;, Bp'p'pp) = (V(M;, B), v, u).

Thismeans Sis not determinate, contradicting hypothesis. So range(p) n range(p’) = 0.
2. Let M; U domain(p) n range(p’). Asrange(p) # L1, take M; L] range(p). Choose the interpretation f,y so that p
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reads different valuesin a and a’; that is, F(M;, B) # F(M;, Bp'p') for somej suchthat 1 <j < m. Also, choose fo
sothat pwritesuina andvina’, whereu # v. But then
V(M;, Bppp'p’) = V(M;, Bpp) asrange(p) n range(p’) = @

= (V(M;, B), u)
V(M;, Bp'p’pp) = (V(M;, Bp'R), V)

=(V(M;,B),v)  asrange(p) n range(p’) =3
Asu # v, thismeansthat Sis not determinate, contradicting hypothesis. So domain(p) n range(p’) = 0. [Asan
aside, if range(p) = O, then M; O range(p) and p and p’ are noninterfering. Hence there is no contradiction.]

3. By symmetry, the argument for case 2 also shows that range(p) n domain(p’) = 0.
In al three cases, the Bernstein conditions must hold. This completes the proof. ]
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